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Introduction to Boolean Algebra
·Boolean algebra has rules for working with elements from 

the set {0, 1} together with the operators + (Boolean sum), Ö
(Boolean product), and  ӶÃÏÍÐÌÅÍÅÎÔ.

·These operators are defined by:
·Boolean sum:  1 + 1 = 1, 1 + 0 = 1, 0 + 1 = 1, 0 + 0 = 0

·Boolean product: 1 Ö1 = 1, 1Ö0 = 0, 0Ö1 = 0, 0Ö0 = 0

·complement: π= 1, ρ= 0

Example : Find the value of 1Ö0 +  π ρ

Solution : 1Ö0 +  π ρ = 0 +ρ

= 0 + 0

= 0



Boolean Expressions and Boolean 
Functions

Definition : Let B = {0, 1}. Then Bn = {(x1, x2ȟ ȣȟ xn) | xi Bɴ
for 1П i П n } is the set of all possible n-tuples of 0s and 1s. 
The variable x is called a Boolean variable if it assumes 
values only from B, that is, if its only possible values are 0
and 1. A function from Bn to B is called a Boolean function 
of degree n. 

Example : The function F(x, y) = x from the set of ordered 
pairs of Boolean variables to the set {0, 1} is a Boolean 
function of degree 2.



Boolean Expressions and Boolean 
Functions (continued)

Example : Find the values of the Boolean function 
represented by F(x, y, z) = xy + Ӷᾀ.

Solution : We use a table with a row for each 
combination of values of x, y, and z to compute the 
values of F(x,y,z).



Boolean Expressions and Boolean 
Functions (continued)

Definition : Boolean functions F and Gof n variables are 
equal if and only if F(b1, b2ȟ ȣȟ bn)= G(b1, b2ȟ ȣȟ bn) 
whenever b1, b2ȟ ȣȟ bn belong to B. Two different Boolean 
expressions that represent the same function are 
equivalent.

Definition : The complement of the Boolean function F is 
the function Ὂȟ×ÈÅÒÅὊ(x1, x2ȟ ȣȟ xn) =  ὊØρȟØςȟȣȟØÎ . 

Definition : Let F and G be Boolean functions of degree n. 
The Boolean sum F + Gand the Boolean product FGare 
defined by 

(F + G)(x1, x2ȟ ȣȟ xn) = Ὂ(x1, x2ȟ ȣȟ xn) + G(x1, x2ȟ ȣȟ xn)

(FG)(x1, x2ȟ ȣȟ xn) = Ὂ(x1, x2ȟ ȣȟ xn)G(x1, x2ȟ ȣȟ xn)



Boolean Functions
Example : How many different Boolean functions 
of degree n are there?

Solution : By the product rule for counting, there 
are 2n different n-tuples of 0s and 1s.   Because a 
Boolean function is an assignment of 0 or 1 to 
each of these  different n-tuples, by the product 

rule there are ς different Boolean functions of 
degree n. 

The example tells us that there are 16 different Boolean functions of 
degree two. We display these in Table 3. 



Identities of Boolean Algebra

Each identity can be proved using a 
table.

All  identities in Table 5, except 
for the first and the last two come 
in pairs. Each element of the pair 
is the dual of the other (obtained 
by switching Boolean sums and 
Boolean products and 0ȭÓ ÁÎÄ 1ȭÓȢ

The Boolean identities correspond to 
the identities of propositional logic 
(Section 1.3) and the set identities 
(Section 2.2).



Identities of Boolean Algebra
Example : Show that the distributive law                           
x(y + x) = xy + xz is valid.

Solution : We show that both sides of this identity 
always take the same value by constructing this table.



Formal Definition of a Boolean 
Algebra

Definitio n: A Boolean algebra is a set B with two 
binary operations ᷉ and ᷈ , elements 0 and 1, and a 
unary operation  Ӷsuch that for all x, y, and z in B: 

x 0᷉ = x
x᷈ 1 = x

x᷉ Ӷὼ= 1
x᷈  Ӷὼ= 0

(x y᷉ )᷉z = x᷉ (y ᷉ z)
(x᷈ y ) ᷈ z  = x᷈ (y᷈z)

x y᷉ = y ᷉ x
x᷈ y = y᷈x

x᷉(y z᷈) = ( x᷉ y) (᷈y ᷉ z)
x᷈  (y ᷉ z ) = (x y᷈)᷉ (y᷈z)

identity laws 

complement laws

associative laws

commutative laws

distributive laws

The set of propositional 
variables with the operators ᷈
and ᷉ , elements T and F, and 
the negation operator ¬  is a 
Boolean algebra.

The set of subsets of a universal set 
with the operators ᷾ and ᷊ , the 
empty set (Å), universal set (U), 
and the set complementation 
operator (Ӷ) is a Boolean algebra.
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Section Summary
·Sum-of-Products Expansions

·Functional Completeness



Sum-of-Products Expansion
Example : Find Boolean expressions that  represent the 
functions  (i) F(x, y, z) and (ii) G(x, y, z) in Table 1.

Solution : 

(i) To represent F we need the one term xώᾀbecause this 
expression has the value 1 when x = z = 1 and y = 0.

(ii ) To represent the function  G, we use the sum                          
xy Ӷᾀ+ Ӷὼy Ӷᾀbecause this expression has the value 1 when x = y = 1
and z = 0, or x = z = 0 and y = 1.

The general principle is that each combination of values 
of the variables for which the function has the value 1
requires a term in the Boolean sum that is the Boolean 
product of the variables or their complements. 



Sum-of-Products Expansion (cont)
Definition : A literal is a Boolean variable or its 
complement. A minterm of the Boolean variables
x1, x2ȟ ȣȟ xn is a Boolean product y1y2ÖÖÖyn , where  yi = xi
or yi = ØÉ. Hence, a minterm is a product of n literals, with 
one literal for each variable. 

The minterm y1, y2ȟ ȣȟ yn has value has value 1 if and only 
if each xi is 1.This occurs if and only if xi = 1 when yi = xi
and xi = 0 when yi = ØÉ. 

Definition : The sum of minterms that represents the 
function is called the sum-of-products expansion or the 
disjunctive normal form of the Boolean function. 


