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Introduction



Multi-Hop Question Answering over Tabular and Textual 
Data

HybridQA: A Dataset of Multi-Hop Question Answering over Tabular and Textual Data , Chen et al, Findings of EMNLP2020.

HybridQA examples of annotated question answering pairs from Wikipedia page



Prior work: Fusion-in-Decoder

Leveraging Passage Retrieval with Generative Models for Open Domain Question Answering, Izacard et al, EACL 2021.

In FiD, All question augmented retrieved passages are encoded by LM 
encoder and decoder performs attention over the concatenation of the 
resulting representations of all the retrieved passages.



Prior work: MEGA

MEGA: MOVING AVERAGE EQUIPPED GATED ATTENTION, Ma et al, ICLR 2023.

- MEGA incorporates an exponential moving average to provide position-aware local 

dependencies, adding a strong inductive bias to the position-agnostic attention mechanism.

- EMA: more efficient than self-attention(quadratic complexity) and complements the 

limitations of self-attention that does not effectively perform long sequence reasoning.

- Question: Can we enhance long sequence reasoning for Table-Text QA by incorporating 

the advantages of EMA and FiD?



Our approach: MAFiD



MAFiD: Moving Average Equipped Fusion-in-Decoder 
for Question Answering over Tabular and Textual Data

- The overall neural architecture of the proposed MAFiD -
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1) Independent Encoding of Homogeneous 
Data: the Basic Encoder for FiD
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2) Single-row Heterogeneous Reasoning
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3) Multi-row Heterogeneous Reasoning by 
the Low-dimensional EMA
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4) Gated Fusion-in-Decoder



Experiments



Main results

Comparison results on the dev and blind test dataset in HybridQA.

• HYBRIDER (Chen et al., 2020) employs a sparse 
passage retriever to find relevant cells and performs 
the reasoning step consisting of the ranking, the hop, 
and the reading comprehension models to extract an 
answer.
• DocHopper (Sun et al., 2021) uses the “iterative 

hierarchical attention” to retrieve short or long 
contents in a multi-step navigational manner. 
• POINTR + (TAPAS or MATE) (Herzig et al., 2020; 
Eisenschlos et al., 2021a). POINTR extends the cell 
with its entity description and performs a two-stage 
method that consists of “cell selection” and “passage 
reading” steps. Either TAPAS (Herzig et al., 2020) or 
MATE (Kumar et al., 2021) is considered as a 
transformer encoder. 
• MITQA (Kumar et al., 2021) uses the pipelined 
module including a retriever, a reader, and a joint 
row+span reranker, etc., being trained using the 
multi-instance distant supervision approach.

MAFiD shows the state-of-the-art performance 
by increasing EM and F1 by 1.1 and 1.7 over 
MITQA (Kumar et al., 2021) on the blind test set.



Ablation Studies

Ablation study on blind test dataset in HybridQA.

- MAFiD without both reasonings significantlly deteriorates the performance of 
EM and F1 by 13.92 and 13.7, respectively indicating the cross-modal 
interaction should be performed at least within a specific row, whereas the 
between-row interaction is somehow effectively proceeded by the proposed 
EMA module. 

- MAFiD without the single-row tanh gate (tanh(p) = 1) slightly decreases EM 
and F1 by approximately 11.5, indicating that the gated FiD is helpful for 
further improvements.



Impact of EMA

Comparison results on thd dev and blind test sets in HybridQA between EMA and the sliding 
window attention of (Beltagy et al., 2020) for long-range reasoning.

- The use of EMA increases F1 and EM by 0.1 and 0.5, respectively, 
suggesting that EMA is more helpful for promoting the enhanced 
local sequence representation.



Impact of Sequential Order

Comparison results of MAFiD on HybridQA between the case using original rows and that with 
permuted rows for tabular contents.

- A variant of MAFiD by randomly permuting rows in tabular 
contents both for training and inference, referred to as “permuted 
row”, comparing to the original case; the results strongly indicate 
that keeping original row orders is important for MAFiD.



Error Analysis

Illustrating examples of HYBRIDER-Large (Chen et al., 2020) and MAFiD in HybridQA.



Conclusion

• We proposed MAFiD, which extends FiD by equipping EMA and 
the gated cross-attention layer to design an effective way of 
combining various types of encoded representations.

• The experimental results on HybridQA showed that the proposed 
MAFiD achieved state-of-the-art performances in both the 
development and blind test sets.

• Future works: we will extend MAFiD to open-domain table-and-
text QA and explore a unified approach that integrates single-
row and multi-row reasoning.



Thanks!
• To my professor(Seung-Hoon Na) and NAVER Corporation!

• To all anonymous reviewers for their valuable comments and 
suggestions

• Code will be available at https://github.com/ZIZUN/MAFiD

https://github.com/ZIZUN/MAFiD
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