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Introduction



Open-Domain Question Answering (ODQA)

• Task: Find an answer to a given question, usually contextual contents 

• Requires the Retrieval step for searching relevant knowledge for the given question. 

Recently multi-modal ODQA consider other types of knowledge (images and tabular contents) are 
provided as additional source of information 

Figure taken from DrQA (Chen et al '17) 



Table-and-Text Open-Domain Question Answering

OTT-QA  Figure from `Open Question Answering over Tables and Text’ [ Chen et al 21]

Multi-hop questions that requires aggregation across textual and tabular contents
to get an answer.

• Table-and-Text ODQA: Use heterogeneous data of tabular and textual contents as real-

world knowledge for ODQA.

• OTT-QA [Chen et al., 21]: a new dataset for Open Table-and-Text Question Answering 
on the HybridQA dataset (Chen et al., 2020)•



Retrieval-Reader: Standard Framework for Table-and-
Text ODQA

• The Retrieval module: finds a set of relevant “heterogenous” evidences

• The Reader module: Generates an answer using a decoder based on the retrieved 
evidences as an additional input. 

• Fusion block [Chen et al ‘21] to handle Multimodality
• Early fusion is applied to use a fusion block as the basic retrieval unit, 

by combining table cells with their related passages

• The use of fusion block leads to substantial improvement 
over the single block approach 

• The retrieval with fusion blocks is still challenging 

• the collection size of fusion blocks becomes readily huge
because of its combinatorial nature

Question Retrieval Reader

Tabular contents
Textual contents

Answer

[Chen et al ‘21]



Retriever-Reranker-Reader: As an Initial Work for 
table-and-text ODQA 

• Reader-INherited evidence reranKer (RINK)
• Set-level reranker: Reranker module is inherited from the reader module with 

the same architecture, by taking a set as an input 

• Set-level binary classification: Performs a prompting-based binary 
classification to determine whether a given set contains a relevant block 
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Retriever-Reranker-Reader: for table-and-text ODQA 
• Reader-INherited evidence reranKer (RINK)

• Combined reranker: Combine set-level reranker and instance-level reranker
• Utilize instance-level reranker and combine with rel𝑅𝐼𝑁𝐾 to capture advantages of both rerankers

using a linear function.
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RINK: Reader-Inherited Evidence 
Reranker 



• Table-and-text ODQA: aims to find an answer to a question 𝑞 and a set of fusion blocks 𝐵

• 𝑏: a fusion block, presented by a table segment block 𝑏𝑇 and its associated list of passages 
𝑏𝑃
1 , ⋯ , 𝑏𝑃

𝐿

• 𝐵𝐸𝑅𝑇: refers to the encoder of a pretrained language model (e.g., BERT or RoBERTa)

• 𝑇5: refers to the encoder-decoder language model (e.g., T5 and BART.)

Background: Notations & Fusion Block

Table segment block 𝑏𝑇 Associated passages 𝑏𝑃1 , ⋯ , 𝑏𝑃
𝐿

Figure taken from [Chen et al ‘21]



Baseline: (Initial) Retriever using bi-encoder

BERT
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𝑠𝑖𝑚 𝑞, 𝑏 = 𝐸𝑚𝑏𝑞 𝑞 𝑇𝐸𝑚𝑏𝑏𝑙𝑜𝑐𝑘 𝑏

a retrieved set of top-N fusion 
blocks

• Retriever
• Based on bi-encoder, by using 𝐵𝐸𝑅𝑇 to separately encode a question 𝑞 and a fusion block 𝑏

• The similarity is computed using the inner-product between the encoded embeddings. 

• Employ FAISS (Johnson, Douze, and J´egou 2021) to obtain a set of top-𝑁 evidence blocks 

We use these blocks for instance-level reranker too



Baseline: Reranker using cross-encoder

• Baseline Instance-level Reranker
• Based on the cross-encoder, using BERT on the concatenated input of a question q

and a fusion block b (q [SEP] b). 

• Perform the binary classification of whether the given block is relevant

• The reranker takes 𝐵𝑖𝑛𝑖𝑡, the top N initial retrieval results, and produces the top M reranked 
results, 𝐵𝑡𝑜𝑝
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Baseline: Reader using Fusion-in-Decoder (FiD)

• Reader
• Based on the (Fusion-in-Decoder (FiD)): For each fusion block, its concatenated input with question q is 

fed into T5’s encoder to produce its contextualized representation

• Concatenate all the contextualized block representations to fed into T5’s decoder. 
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RINK: Neural architecture of Our Reranker

Set-level Reranker

Combined Reranker

Initial Retrieval 



RINK: Set-level Relevance Classification
• Reader-inherited Reranker

• Directly employs the reader module based on FiD, which takes a set of blocks as an 
input. 

• Reranker is obtained by finetuning the FiD reader module based on a prompting
method to determine whether a given set of blocks is relevant.

• Set-level Relevance Classification
• Relevance label: A set of blocks is relevant if at least one element block is relevant.

• Input: a set of fusion blocks– the concatenated sequence of M fusion blocks 
{𝑏1, 𝑏2, ⋯ , 𝑏𝑀} each of which is associated with a question q 

• Output: the classification result - a probability vector over V to compute whether a set of M 
fusion blocks is relevant 

T5-dectoken(x, y): the autoregressive language model of T5 that produces a probability vector 
over V for the next token

Prompt tokens
For i-th block

Concatenated 



RINK: Set-level Relevance Classification
• Prompting method for set-level relevance classification

• The probability of the relevance label: obtained by normalization over two token probs. 
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The verbalizer 𝑣:𝒴 → 𝒱 converts a label into individual words:
v(Nonrel)= “false”  and v(Rel)= “true”



RINK: Multiple Set-level Evidences 
• RINK uses multiple set-level evidences and aggregate them

• Construct a collection of block sets

• Here, we randomly construct 𝑛 set samples, with the constraint that the number of sets 
containing each block is the same

• The constraint is restated as:  |S(b)| = K for any block b.
• : the collection of sets containing 𝑏

• Given 𝐵𝑖𝑛𝑖𝑡 = 𝑁, 𝐵𝑖 = 𝑀, and |S(b)| = K , the number of set samples: 

• Here, for consistency with the reader’ s setting, we maintain the size of the set |𝐵𝑖| as the 
same as the reader ➔ |𝐵i| = 𝑀 for any sampled set 𝐵i ∈ 𝑆



RINK: Aggregation over Set-level Relevance Results
• Apply the set-level classification for all n set samples to obtain set-level 

relevance scores for n sets in S 

• Aggregate the set-level evidences to obtain the instance-level score of block b
The indicator function that is one if e is true and zero otherwise.
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RINK: Combining with the Baseline Instance-level Reranker

• We combine these two types of rerankers using a simple linear function

• α is an interpolation parameter, which is tuned on the development set

•



RINK: Pretraining the Encoder of Retriever
• Data augmentation: Inspired by (Iida et al, 2021), we construct a pre-training corpus 

using Wikipedia by employing cell corruption and cell reordering. 

• Pretraining Task 1: Tabular-and-Textual Entailment

• A pair of a table and a passage is assumed to be an “entailment” class when there 
is a table cell that is hyperlinked to the passage

• Other pairs are merely regarded as “contradiction” class.



RINK: Pretraining the Encoder of Retriever
• Pretraining Task 2: Cross-modal masked language modeling task

• Multi-modal extension of the masked token prediction 

• The masked token prediction: a “masked” concatenated sequence of tabular and textual 
contents is provided as an input to the retriever’s encoder

• The whole-cell masking for table contents and the BERT’s whole-word masking for textual 
ones, as proposed by (Herzig et al. 2020)



Experiments



Main Results
• Outperforms CARP, the best baseline model, by increasing EM by 3.5 

and 3.0 points on the development & blind test sets.
HYBRIDER (Chen et al. 2020b):  employs a sparse retriever 
(i.e., BM25 and TF-IDF) to retrieve relevant tables and 
passages, and uses a reasoning model based on ranking, hop, 
and reading comprehension (RC) models to extract an 
answer

{Iterative, Fusion}-Retriever / {Single, Cross}-Block
Reader (Chen et al. 2021) 
• Iterative retriever (IR): uses the iterative retrieval protocol
• Fusion retriever (FR): adopts the “early fusion” strategy. 
• Single block reader (SBR): feeds the top k-retrieved blocks 

to the reader one by one, and selects the answer with the 
highest confidence score. 

• Cross block reader (CBR). feeds all concatenated top-k 
blocks together into the reader.

DUREPA (Li et al. 2021): jointly reads tables and passages
using the dual-reader architecture and generates either
an answer or an executable SQL query to derive the
answer.
CARP (Zhong et al. 2022): proposed the use of a hybrid
chain defined as a sequence of nodes from a heterogeneous 
graph



Retrieval Performance
RINK shows the substantial improvements, with increases of more than 10% at R@1 
and R@5.

RINK shows further improvements over the “Instance-level reranker,” particularly 
showing an increase of approximately 2% at R@5, R@10, and R@15, when M = 15.



Ablation Study: Effect of Varying K for RINK

The larger the value of K, the more effective the reranking, because the instance-level 
aggregated score is estimated more accurately for larger values of K. 

QA performances of RINK (M = 
15, α = 0) with varied K values

Retrieval performances of RINK (M = 15, α = 0) 
with varied K values



Ablation Study: Effect of Varying α for RINK
The performances are relatively high in the range of [0.4, 0.7] for α, where α = 
0.7 shows the best performance.

Performance curve of the reranking by RINK 
with M = 15 in terms of R@15, varying α



Ablation Study: Effect of Pretraining via Data Augmentation
The effect of the pretraining on QA performance is more dominant than that on retrieval 
performance, leading to increases of about 1.5% over nonpretraining runs both at EM 
and F1, under both of FiD and RINK.

QA performances of FiD and RINK on blind test set with 
and without pretraining.

Retrieval performance of baseline retriever on 
development set with and without pretraining.



Case Studies
The correct cases where their reasoning types are text → table in B2 (a) and 
table → text in B1 ((b)).



Case Studies
(c): the case with the retrieval error where the gold table segment is not appear in the top M 
retrieved blocks, while its reasoning path seems to be ended with B6 after trials of question 
matching

(d): the case with the numerical reasoning error where both relevant blocks B1 and B14 are 
successfully retrieved, while the answer extraction is failed to precisely perform the numerical 
reasoning that selects the cell with the highest gloss among B1 and B14.



Summary & Conclusion

• We propose RINK, a novel set-level reranking method that reuses the 
reader’s module without any modification of the reader’s module. 

• We present pre-training method for the initial retriever based on tabular-
and-text entailment and cross-modal masked language modeling tasks 
with data augmentation.

• Experiments results on OTT-QA shows that RINK leads to state-of-the-
art performance.

• Results confirm that the retrieval step is the key component for 
improving the QA performance. 

• Results also suggest us to further investigate the Retriever-Reranker-
Reader framework as a promising approach to table-and-text ODQA.



Future Work

• Extend the set-level RINK by using the cross-attention scores of 
(Izacard and Grave 2021a) as an additional relevance signal. 

• Pursue a reranker-aware joint learning framework of Retriever-
Reranker-Reader for table-and-text ODQA 

• By extending REALM (Guu et al. 2020) and RAG (Lewis et al. 2020c), we 
would like to establish an end-to-end learning framework of Retriever-
Reranker-Retriever for table-and-text ODQA and explore data augmentation 
methods directly to train all the components in the framework in a joint manner

Thank you! 



Appendix


