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Ablation studies



The Effect of Using Semantic-Infused Sentence-level 
Selective Graph Reasoning and Sequence Reasoning

★ and ◦ denote the run without the semantic-infused sentence-
level selective graph reasoning and the sequence reasoning.



The Effect of Choosing Evidence Retrieval

★ denotes the run based on the evidence retrieval of MLA.



Evaluation of Node Selection Mechanism

Ablation study of the node selection mechanism for varying values of 
the node masking rate 𝜏. • denotes the fully-connected setting.



Prompt-based Learning v.s. Conventional 
Fine-tuning

Ablation study for the prompt-based learning vs. the conventional 
fine-tuning on the FEVER development set. ★ denotes the 

conventional fine-tuning. 
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